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ABSTRACT

Study of a 2-Dimensional Aggregation Model with Non-Linear Adaptations

Eryn Frawley
Faculty of Science (Modelling and Computational Science)
University of Ontario Institute of Technology
2018

In this paper we will explore the impacts on collective animal motion of adding non-
linearity to the animals’ turning rate in a 2-dimensional model of aggregation. The
model in question was proposed by Fetecau [6] and implements a dependence on
an individual’s relation to neighbours’ position and the direction in which they are
moving. By utilizing a turning rate formula similar to one proposed by Eftimie [4],
we can retain many of the dependences of the original 2-dimensional model while
ensuring that the turning rate is both bounded and non-linear. The group forma-
tions resulting from this introduction of non-linearity are explored.
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CHAPTER

INTRODUCTION

Most animals in nature move in groups for safety. These groups offer the promise
of survival, as they help animals mate, find food sources, and avoid predators. Be-
ing able to predict animal movement and other types of aggregation can aid with
preventative action. For instance, if we can predict the collective movement of lo-
custs [12], plans can be made in accordance with the destruction they cause.

Animal aggregation has been studied extensively using many different meth-
ods. There are so many papers written on the subject, rather than a literature re-
view, we have chosen to include surveys on the topic to give a brief overview of the
different ways collective motion has been explored.

The simplest form of collective motion study comes from individual based mod-
els [9]. The models in this survey study the collective movement of individual cells,
each of which experience attraction, repulsion, or a combination of the two which
dictates their movement.

The same method of individual based collective motion can be applied to an-

imals [13]. It is stressed in the basic models found in this survey that an animal
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will move away from a neighbour in order to avoid over crowding, will move to-
wards a neighbour in order to form a group, or will assimilate directionally with
his neighbours in order to align. The survey suggests that all movement of the an-
imal is dependent on the animal’s desire to adhere to any or all of these steering

behaviours.

The literature discussing individual based collective motion is extensive and
we suggest further exploration of these survey papers, but there is much diversity
in aggregation, and the movement of animal groups can also be modelled using
partial differential equations. These equations are not looking at individuals, but
rather the density of individuals located at a position on the domain. Again, the
literature is expansive, and we suggest [3] for reader interest. These partial differen-
tial equation models depend on similar steering behaviours, simplifying animals’

movements to “towards a neighbour”, “away from a neighbour”, or “in the same

direction as a neighbour”.

One way to model these behaviours and the resulting interactions between dif-

ferent members of the group and is through radii [4].

Assume that the circles in Figure 1.1 are around a particular density. Based on
which concentric circle a neighbour falls in, the animals will be attracted, be re-
pelled, or align with the neighbour. However, there is very rarely only one neigh-
bour in a group, so the individuals located at the centre of the circles will receive
information from all neighbours, which is weighed mathematically and instructs

the individual on how to move.

The 1-dimensional partial differential equation model studied by Eftimie et al. [4]

simplifies an animal’s movements to either “left” or “right” on a 1-dimensional line.

2



CHAPTER 1. INTRODUCTION

Attraction

Alignment

Repulsion

Figure 1.1: The concentric circles indicate the regions at which an individual will
be attracted, repelled, or inclined to align with a neighbour.

The equations are

Ot (z,t) + Op(yut (z, 1)) = =ATut (2, 1) + A u™ (2, 1),
O (x,t) — Op(yu™ (2, 1)) = ATut (2, t) — AN u (1), (1.1)

ut(z,0) = ud(z),r € R

where " (x,t) and u~ (z, t) are the density of animals moving right and left at posi-
tion x and time t respectively, 7 is the constant speed at which animals move and A*
and A\~ are the turning rate of the individual, either right turning left or left turning

right. In this model, A* is a non-linear function, modelled by

)‘i(yi) = )‘1 + )‘Qf(yi [u+7 u_D? (12)

where f is bounded and increasing to represent the saturation rate of informa-

tion. In her study, Eftimie used some function of the hyperbolic tangent function.
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y*[u', u~] contains all the information about neighbours’ positions and directions

T (T e s (A T I e (A T R T (A T B (1.3)
Yr, Yo, and y,; represent the terms that influence an individual’s turn based on re-
pulsion, attraction, and alignment respectively, determined by the information that
an individual receives from the right or left (p, and p; respectively) and the kernels
K, for j = a,r, al, which determine how much influence each piece of information

has. Expanded, these terms are

y:a[qu, ui] = dqra /Oo Kr,a(s)(pru<$ + S) - plu(x — 8)) dS,
’ (1.4)

y;a[qu, u’] = QT,a/O K.o(s)(pu(z — s) — pyu(z + 5)) ds,

and

Y™ uT] = qa /OOO Ka(s)(pru™ (x4 s) — pu™ (z — s)) ds,
(1.5)

Yalu™ u"] = qu /OC>Q Kau(s)(pu™(x — s) — pou™(x + 5)) ds.

In these expressions, « is the individual’s position and s is the distance between the
individual and the neighbour. The critical values of s for repulsion, alignment, and
attraction come from the “zones” in Figure 1.1. Each s; is the radius of the circle
corresponding to the region j. For instance, if s is greater than s,, but less than s,
s is in the alignment zone.

While Eftimie’s paper and those discussed in the aforementioned surveys pro-
vide useful information on a variety of patterns that develop within collective mo-
tion, some types of aggregation can not effectively be modelled in 1-dimension. For
instance, if we were to study most animals moving in a group from an aerial view,
the model of their motion would be in 2-dimensions.

In this thesis, we will be exploring a 2-dimensional model of animal aggrega-
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CHAPTER 1. INTRODUCTION

tion, and adapting it in order to implement some of the same steps explored as
in Eftimie’s model. We base our analysis on Fetecau’s 2-dimensional aggregation
model [6], which does not lend itself to non-linearity in A, an addition important to
the demonstration of saturation. Because of this, we will adapt the model in order to
implement this non-linearity. These adaptations could, however, lead to variations
between our results and Fetecau’s, as the previous paper exploring the un-adapted
model puts a great deal of importance on the part of the model that we will be
changing.

We will then attempt to solve the newly adapted equation with a combination
of exponential time differencing and time-stepping, resulting in visual simulations

of the solution results.






CHAPTER

2-DIMENSIONAL AGGREGATION MODEL

2.1 Fetecau’s Model

Fetecau extended the concepts proposed in 1-dimensional aggregation to 2-
dimensions [6]. The model defined a density’s spatial position by X = (z,y) and
extended the direction of motion of the density from left or right on a 1-dimensional
line to an angle ¢’ which can range from —r to 7 radians. Consequently, each neigh-
bour to the individual will also have a 2-dimensional position (S = (s,,s,)) and

direction (). The equation appearing in Fetecau’s paper is
O+ e Vxu=-MNX, d)u+ [ T(X.¢,0)u(X,¢t)dd (2.1.1)

where u is the density of individuals at a specific position and moving in a specific
direction and 1 is the constant speed that animals in the system move at. The system
operates with periodic boundary conditions in both space and angular direction.

The most interesting variables in the system, however, are A and 7. A\(X, ¢) is the
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2.1. FeTECAU’s MODEL

rate at which an individual located at position X and moving in direction ¢ is able to
change directions. T'(X, ¢/, ¢) is the rate at which an individual located at position
X moving in direction ¢’ can change directions from ¢’ to ¢.

Both 7"and ) contain three functions, each which provide the information with

respect to attraction, alignment, or repulsion respectively. That is,

)‘<X> ¢) = Aal(Xv ¢) + )‘a(X7 qb) + )\T(X’ ¢)7

T(X,¢,¢) =Tu(X,0,0) + T:(X, 0,0) + Tu(X, ¢, ¢'),

(2.1.2)

where

Mat(X.0) = qu [, [ KX = $)KG(6:0)u(S,0.1) a0,
o (2.1.3)
N(X0) =g [ [ KX = S)KJ(S: X, 6)u(S,0,1)d0 dS,

—Tr

where j € {a,r}, and

Tul(X.6,0) = qu [, [ K&(X = S)E(0; 6)wa6 = 6,0/ = O)u(S,6,1) A0S

T(X,0.0) = g [, [ KX = S)EJ(S: X, 0)wy(6 = ¢/,¢/ = v)u(S,0.t) d0 dS.

(2.1.4)

The functions K and K7 represent the distance and orientation kernels respec-
tively. The variable 6 is the direction that a neighbour is moving in, similar to the
individual’s ¢. The variable ¢ appears in the kernels for attraction and repulsion.
Rather than depending on the direction a neighbour is moving in, ¢» depends on
the neighbour’s position in relation to the individual in question. Assume that the
neighbour’s position is S = (s, s,). In order to obtain 1, we take the vector S — X

to be (u,v). The angle that this vector makes with the x-axis gives 1 as

u (%

—, SinY = ——.
Vu? + v? v vu? + 0?2
8
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CHAPTER 2. 2-DIMENSIONAL AGGREGATION MODEL

What differentiates the double integral in the function 7" from the function A
is the presence of w. This function is an approximation of a Gaussian distribution
and depends on two variables. The first is the difference between the direction an
individual wants to turn into (namely, ¢) and the direction it is currently moving in.
The second is the difference between ¢’ and the direction the neighbour is moving
in, 6, or the angular variable 1. As is, the model cannot use a non-linear function for
A similar to the method used by Eftimie, because for the turning rate 7, the density
is multiplied by the probability function w; as well as the two kernels within the

double integrals.

As T dictates the rate at which an individual can turn from one direction into
another specified direction, we derive ), the rate at which an individual can turn
from one direction into an unspecified direction, by integrating 7" over all possible

direction angles, so that

MX, ) = / 7; T(X,$,¢)dd. (2.1.5)

2.2 Adaptations to Implement Non-Linearity

If possible, we want to include a non-linear A in the system for two reasons.
First, adding non-linearity complicates the model; therefore, it has the potential for
more interesting and complex solutions. Second, we want to demonstrate satura-
tion in the model. Eventually, the number of neighbours influencing an individual
to turn in a certain direction will become large and any addition to that number
will trivially affect the individual’s decision to move. In the 1-dimensional study of
aggregation, Eftime [4] used the hyperbolic tangent function to demonstrate this

saturation.

In an attempt to adapt Fetecau’s model to use non-linear functions, we first

9



2.2. ADAPTATIONS TO IMPLEMENT NON-LINEARITY

change the dependence of the probability function w. If we eliminate the second
variable in w and have the probability function depend solely on the difference be-
tween the direction an individual wants to turn into and the direction it is currently
moving in, then it will no longer have any dependence on ¢ or S. Therefore, in this
approximation, w can be removed from the double integral of 7" with respect to the

alignment, attraction, and repulsion case. Then,

Tu(X.6.) = quwa(o =) [ [ KL(X = SK(0: 0)u(S,0.1) a8
== wal(¢ - Qb/))\al(Xa ¢)7
Tr(X,6.) = doptvs (6= ) [ [ KL(X = )K, (55X, 6)u(S,6,t) a0 dS

- wa,r(gb - gb/)Aa,r(Xa gb)
2.2.1)

Considering this new adaptation, if we now examine (2.1.5), Fetecau’s relation-

ship simplifies to

MX, ¢) = / 7; T(X,¢,¢)d¢ = /_ 7; X, d)w(p — ¢')dd. (2.2.2)

A can be removed from the integral on the right hand side of (2.2.2) as it has no de-
pendence on ¢’ and the resulting integral /7 w,;(¢ —¢')d¢’ = 1, as w is a probability
function. Therefore, the equality holds and we can introduce non-linear functions

into \.

Using a method similar to Eftimie [4], we set

MX,0) =g+ g f (T —2), (2.2.3)

where g; and g, are constants that weight the turning rate function. The constant g,

is the baseline turning rate and the constant g, is the bias within the turning rate,

10



CHAPTER 2. 2-DIMENSIONAL AGGREGATION MODEL

multiplied by the non-linear function of the neighbours” influence. Subtracting 2
from I insures that for I' = 0 the turning rate is small. f can be any non-linear

function that satisfies the systems requirements for saturation.For instance
1 1
where I contains all information about the individuals neighbours

r= Y g /R 2 [ KJKu(S.6,)d6 S, (2.2.5)

j=a,r,al
I" integrates over all possible neighbours, so that the information is weighted ac-
curately regarding the turning rate of the animal. Consequently, Fetecau’s system
(2.1.1) becomes

1 1
O+ vey - Vxu = — (91 + 592 + 592 tanh(T" — 2)>u

(2.2.6)

[ wto— ) o+

1 1
91 + *92 + 592 tanh(F — 2)] u(X’ ¢/7 t) d¢/

2.3 Symmetry of the System

One of the benefits of this system is that it is symmetry invariant with respect
to translation, rotation, and reflection. The presence of symmetry indicates that the
animal aggregation only depends on the difference between position and direction
of the moving animals and the location in space where aggregation is occurring is
irrelevant. In order to accept the symmetries in the system, we can prove them for
each of the three types of symmetry. The collection of these symmetries generates

the Euclidean group E(2).

11



2.3. SYMMETRY OF THE SYSTEM

2.3.1 Translation

To show the translational symmetry, let 7 be the translational operator acting on

density u and define it as (Tu)(X, ¢,t) = u(X — 7, ¢,t), where 7 = (7, 7).

To show that equation (2.1.1) is translation invariant, we apply 7 to all functions

u in the system
O(Tu) +vey - Vx(tu) = —A(X, ¢)(Tu) + /_T; T(X, ¢, o) (Tu)(X, ¢, t)de.

With respect to the first term, (7u) does not change the variable ¢, and therefore
0¢(Tu) = 70yu. The derivative of X — 7 with respect to X is the same as the derivative
of X with respect to X, and ve4 has no spatial component, so it is 7 invariant as
well. Therefore, we can write the entire term as 7(ve, - Vxu). Because both A and T
depend on u, when looking at the last two terms, we must first look at the impact of

7on Aand 7. Recall that A = A\ + Ay + A, 80 —A(Tu) = = Ay (Tu) — Ao (Tu) — A\ (T0).

With respect to attraction and repulsion

(T Aar) (X, ) = / / (X — S)K2 (S — X; ¢)ru(S,0,1)d0 dS

—qm/ / (X = 8)K® (S — a3 6)u(S — 7,0,1)d0 S,
and with respect to alignment

(TAa)(X, 0) —qaz/ / K%(¢ — 0)Tu(S,0,t)dodS

—qaz//KdX SVK°\(é— B)u(S — 7.6, 1) d6 dS.

12



CHAPTER 2. 2-DIMENSIONAL AGGREGATION MODEL

In all three cases, if welet Z = S — 7 = S = Z 4 7, then we get

(T)\GW)(Xa (b) = Ga,r /RQ /7T Kg,r(X - Z - T)K:z),r<Z + 7= X,¢>U(Z,9,t) dzds
s [, [ KX = 7) = 2K, (Z = (X = 1) 9)u(Z,0,0)dZ dS

- Aa,r(X - T, (b)?

and

(AD)(X,0) = qu [, [ KX =2 =)0 —0)u(2.0.1)dZ S

= au [, [T KAX = 7) — 2)Ka (0~ 0)u(Z,60,1)4ZdS

-7

= >\al<X - T, gb)

Note, we can change the integral to integrate over Z instead of S because S, and
consequently Z, is on an infinite domain. The entire term for attraction, repulsion,

and alignment becomes
_/\j(Xv QS) (TU) = _)‘](X - T, ¢)U(X - T ¢7 t) = T[_)‘j(X7 Qb)U]

for j € {a,r,al}, which means that we can remove 7 from the entire summation

that makes up the third term.

The function 7' is also the sum of an attraction, repulsion, and alignment com-
ponent, where 7y,;, T,, and T, are identical to their \,;, A\,, and ), counterparts, save
the addition of the probability function w(¢’ — ¢). Because the probability func-
tion doesn’t depend on space, it will be 7 invariant, and so the same proof as for
\’s invariance with respect to 7 also proves that 7" is invariant with respect to 7.

Therefore, the last term will also be invariant with respect to 7.

Because all terms are individually invariant with respect to 7, the entire equation

13



2.3. SYMMETRY OF THE SYSTEM

is, in fact, invariant with respect to translation.

2.3.2 Rotation

To show the rotational symmetry, let a be the rotational operator acting on den-

sity u and define it as au(X, ¢,t) = u(R_,X, ¢ — a,t), where

cosa  sina T x* cosa + y*sina

RfaX - =

—sina  cosa Y —x*sina 4 y* cosa

To show that equation (2.1.1) is rotation invariant, we apply « to all functions u

in the system
au(e) +7es - Vx(au) = —A(X, @) (aw) + [ T(X,d/, ¢)(au)(X, ¢/,)dg.

With respect to the first term, (au) does not change the variable ¢, and therefore
O(au) = adyu.

The second term expands to

V]2 cos ¢ + v’ sin @] R Vxu(X, ¢, 1),

where ' = %%—%andy' = %—l—%,orz’ = cosa+sinaand iy = — sin a4 cos a.

Because we use the chain rule on Vxu(R_,X, ¢,t), we are allowed to move R, to

the other side of the gradient, so that

7[a' cos é + i sin ¢| RV xu(X, 6, ) = 7[(cos o + sin a)(cos ¢) + - -
(= sin o + cos a)(sin @) RaV xu(X, 6, 1)
— [(cos @) (cos §) + (sin a)(cos ) + - -
(— sin @) (sin @) + (cos a)(sin @) RaV xu(X, 6, 1).

14



CHAPTER 2. 2-DIMENSIONAL AGGREGATION MODEL

Expanding this expression using the fact that cos ¢ cosa = cos(¢ + a) + sin asin ¢,

and sin ¢ cos a = sin(¢ + a) — cos ¢ sin «; therefore, we obtain

~[cos(¢ + a) + sinasin g + sinawcos p — - - -
sin asin ¢ + sin(¢ + a) — cos gsin a| R,V xu(X, ¢, t)

= y[cos(¢ + a) + sin(¢ + @)|Ra Vxu(X, ¢, t).
Recall that R, changes ¢ to ¢ + «; therefore,
v[cos(p + a) + sin(¢ + )| RV xu(X, ¢, t) = Y[Ry cos ¢ + Ry sin 9] RV xu(X, ¢, ).
The entire term can now be rewritten as

R.7[cos ¢ + sin ¢V xu(X, ¢, t)

= alves - Vxu(X, ¢,t)].

Because both A and 7" depend on u, when looking at the last two terms, we must
first look at the impact of a on A and 7. Recall that A = \;; + A\, + A, s0 —A(au) =

—Aa(au) — A (au) — A\ (o).

With respect to attraction and repulsion

(@) (X.0) = o [, [ K (X = S)KL,(S = X5 6)au(S,0,1)d0dS

_qm/ / (X = S)K? (S — X; ¢)u(R_0S,0 — a,t)d0dS

Letoc =0 —aandletY = R_,S, which means S = R, Y, then the previous expres-

sion can be rewritten

/Rz / H(X = RY)KL (RY — X;¢)u(Y,0,t)dodY. (2.3.7)

15



2.3. SYMMETRY OF THE SYSTEM

We can change the integral to integrate over Y instead of S because S, and con-
sequently Y, is on an infinite domain. Similarly, we change the integral to inte-
grate over o instead of ¢ because ¢, and consequently o, is a periodic variable. Let

Z = R_,X and write X = R, Z, then equation (2.3.7) becomes

/[R 2 / (BoZ = RY)K? (RY — RaZ; 0)u(Y,0,t)dodY.  (23.8)

Kis a function that only depends on the distance between Z and Y and K°isa
function that only depends on the angle that Z and Y make together. Therefore, K¢
is invariant to the transformation, as long as both variables undergo the same one.
Similarly, K° is invariant as long as both variables undergo the same transforma-
tion. We use this property of K¢ and K° here. Let ¢ = n + . Then equation (2.3.8)

becomes
/2 / 4 (RoZ — RyY)K%(RSY — RuZin + a)u(Y,0,t) do dY.
R
Now all of the variables of K% and K° experience the transformation R_,,

/2/ KYZ —~Y)KSY — Znu(Y,0,0)dodY = Ao, (Z.7)
R

= Aar(R_aX, ¢ — a).

With respect to alignment, the only difference from the attraction and repulsion
terms is that the orientation kernel doesn’t depend on position, but depends on the

direction variable ¢. Therefore, after applying the same assumptions to the spatial
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CHAPTER 2. 2-DIMENSIONAL AGGREGATION MODEL

variables we have

qd/ / KL(Z —Y)K% (6 — o — a)u(Y, o, t)dodY

= [, [T K4Z = Y)E((6 ) — o)ulY, 0, )dodY
—(Z.6— )

= Ma(R_oX, ¢ — ).

Therefore, all three terms are rotationally invariant, so the third term is rotationally
invariant.

The fourth term contains the function 7" which contains a v, and therefore will be
acted upon by a. In the same fashion as the translational symmetry proof, we notice
that each component of 7' is identical to its A counterpart, except for the probability
function w(¢’ — ¢). While this term does depend on the angle, and will therefore be
impacted by rotation, it is important to note that the term ¢’ — ¢ which is the only
term w depends onisequal to ¢ — ¢+ —a = (¢ — ) — (¢ — a). Therefore, if we
include this term and follow the same steps done in the proof for the third term, T
under the influence of o will depend on the terms R, X, ¢' — a, and ¢ — « for all
three 7" components. a can then be removed from the sum that makes up 7', and
the fourth term is rotationally invariant.

As each term is rotationally invariant, the entire equation is rotationally invari-

ant.

2.3.3 Reflection

To show the reflection symmetry, let « be the reflection operator acting on den-
sity v and define it as xku(X, ¢, ) = u(X,¢,t), whereif X = (z,y), X = (z, —y), and
o=—0.

To show that equation (2.1.1) is reflection invariant, we apply & to all functions

17



2.3. SYMMETRY OF THE SYSTEM

w in the system

Oku + yey - Vxku = —ANX, ¢)ku + /: T(X, ¢, ¢)ru(X, ¢ t)d¢’

As with the other two symmetries, the first term, (xu) does not change the vari-

able ¢, and therefore 0;(rku) = KO,u.

As explored when proving rotational symmetry, we can expand the second term
to

’7[1‘/ cos Qb + y/ sin gb]K’VXu(Xa ¢, t)7

where 2/ = % and ¢/ = g—z = 2’ = 1 and ¢y = —1. Again, because we use the chain

rule on Vyu(R_,X, ¢,t) we are allowed to move « to the other side of the gradient.
A[a’ cos & + o sin 6]kV xu(X, 6,1) = Afcos & + (~1)(sin )V xu(X, 6, 1)
Using the fact that cosine is even and sine is odd, we can rewrite this as

v[cos(—¢) + sin(—¢) |V xu(X, ¢, t)
= [k cos(¢) + rsin(¢)|kV xu(X, ¢, 1)

= k[yey - Vxu(X, ¢,1)]

Because both A and 7" depend on u, when looking at the last two terms, we must
first look at the impact of & on A and 7. Recall that A = Ay, + A, + A, 50 —A(au) =
—Aa(au) — A (au) — A\ (ou).

18



CHAPTER 2. 2-DIMENSIONAL AGGREGATION MODEL

With respect to attraction and repulsion

(kXar) (X, 0) = dar [, [ KL (X = S)EZ,(S = X:0)wu(S,0,1) 40 dS

_qa,,// J(X = S)K? (S — X; d)u(S,,t)d6dS

We are able to change the integral to integrate over # instead of § because 6, and
consequently 6, is a periodic variable. We can also integrate over S instead of S
because S, and consequently S, is on an infinite domain; therefore, the previous

expression can be written

L 5 2.3.9
qa,r/Rz/_wKa,r(x So,y — 8y) KO (50 — w8, — y; $)u(S,0,1)dddS.  (239)

Notice that

Ki = Loy m,

J
for j € {a,r,al} where A;, d;, and m; are constants. Because K¢ only depends on
the absolute value of x — s, and y — s, * — s, and —y + s, will give the same results.
Therefore, we can replace X — S with X — S, where X = (2, —y) and S = (s,, —s,),
then (2.3.9) becomes

O}z
Bl

/R/ A(X = 8)KZ, (s2 —y;0)u(S,0,t)do dY. (2.3.10)

Note

K36 — ) = 5-(~ cos(é — ) +1),

and

K96~ ) = o (cos(6 — ) + 1)
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2.3. SYMMETRY OF THE SYSTEM

We obtain the variable 1) from the equations

v

S 2311
N @311)

u
cost) = ———= and siny =
u? 4 v?

where S — X = (s, — 2,8, — y) = (u,v). If we input S — X, this would give (s, —

x,—Ssy+y) = (ss — 2, —(sy —vy)) = (u, —v). When substituted into equations (2.3.11)

we get
u . —v
cosn = ————= and sinn = ——.
i+ (—0)? @+ (—0)?
Because sine is an odd function, sin(n) = —sin(y)) = sin(—), and because cosine
is an even function, cos(n) = cos(—1) as well. Therefore, n = —1) and changing the

dependence of K° to S — X will result in a dependence on ¢ — ¥ = ¢ + 1. Because
both K¢ and K7 are even functions, —(¢ + ) will give the same results as ¢ + 1.

Therefore, we can input —¢ — 1 or ¢ — 1, and (2.3.10) becomes

/R/ (X = §)K2 (5 — X: $)u(8.0,)d8dS = A, (X, )

If we look at A with respect to alignment, we would use the same proof for the

distance kernel. The orientation kernel, however, depends on 6 instead of the spatial

variables. If § = —0, then § = —6, and the term becomes
q”l/ /7r Ku(X = 8)K3 (¢ + 0)u(S,0,t) do Y. (2.3.12)
r2 J_x
Note that
~ 1 -
Koo +0) = %(— cos(¢ — 6) + 1).

Because K is an even function, —(¢ — §) will give the same output as ¢ — . There-

fore, we can change the dependence to —¢ — § which equals ¢ — 0. Then, (2.3.12)
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CHAPTER 2. 2-DIMENSIONAL AGGREGATION MODEL

becomes

Qal /]R /W K4Y(X — $YK°(¢ — 0)u(S,0,1)ddS = A(X, d).

—T

Because all three )\ functions can have x removed from them, the entire third
term is reflection invariant.

As with the first two symmetry proofs, we call upon the fact that each 7' compo-
nent is equivalent to its A counterpart except for the probability function. Therefore,
we only must show that w(¢’ — ¢) is invariant under the symmetry. w(¢’ — ¢) is an
undetermined probability function, but it always depends on the absolute differ-
ence between ¢’ and ¢. Therefore, an input of — (¢’ — ¢) would give the same results
as ¢’ — ¢. We can replace ¢’ — ¢ with —¢’ + ¢ which is equivalent to & — . Using
this substitution, the function 7' becomes a function of X, ¢/, and ¢.

As each term is invariant with respect to reflection, so too is the entire equation.
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CHAPTER

SOLVING THE EQUATION WITH

TIME-STEPPING

Having adapted the model to include non-linearity, we want to solve equation
(2.2.6) numerically. Matthews and Cox developed a method to solve ODEs depend-
ing on both linear and non-linear terms [?]. The method implements both time dif-
ferencing and time stepping to solve equations and is called ETD2RK, short hand
for Second Order Exponential Time Differencing Method with Runge-Kutta Time
Stepping. The utilization of the Runge-Kutta method is beneficial as it gives small

errors and doesn’t rely on past evaluations of the non-linear terms.

3.1 ETD2RK Method

In order to implement ETD2RK to solve (2.2.6) numerically, we first want to de-
rive an ordinary differential equation from the existing partial differential equation.

To obtain this ODE, it is ideal to transform the equation into Fourier space. Once
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3.1. ETD2RK

transformed, we should have an equation of the form

Owu = Lu + F(u,t), (3.1.1)

where L is a linear operator acting on v and F'is a function producing the non-linear

terms in the system.

ETD2RK involves discretizing time, calculating an exact answer for the linear
terms in the system at each time and then estimating the non-linear terms at a future
time using this solution. For each segment of time, ¢,,, we denote u(t,) = u,, and

F(uy,t,) = F,. When solving an equation of the form (3.1.1) we first calculate

a, = e, + M, F,

where

To calculate the update step, we substitute these values into

Upt1 = ap + Mo(F(an, t, + h) — F,)/h

where

My = L7%[e" — (I + Lh)).

This method yields a truncation error of only —hF /12, and is fairly easy to imple-
ment. Because of this, we want to transform equation (2.2.6) to an ordinary differ-

ential equation.
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CHAPTER 3. SOLVING THE EQuaTiON wiTH TIME-STEPPING

3.2 Semi-Discrete Fourier Transformation

With the non-linear terms removed from (2.2.6), our linear system is as follows

O+ vey - VXu——Gu+G/ (0 — u(X, ¢, t)dd, (3.2.2)

where G = g, + 3¢, is a constant.

In order to find an exact solution to the linear system, we must first simplify it as
much as possible. Due to the convolution in the last term on the right hand side, it
is ideal to transform the system to Fourier space by taking the semi-discrete Fourier
transform. To do this, we must first define a basis. Because our system depends on
two spatial variables and one angular variable, we will need to take a 3-dimensional

Fourier transformation. Therefore, our basis will depend on all three variables
(I)k,l,m — (I)kq)lq)m — eikmeilyeim(b — 6ik:}c+ily+im¢. (323)

Applying this basis, we obtain the semi-discrete Fourier transformation and its in-

verse
. KLM
1
u(@,y,¢:t) = 7757 Z Z Z Ut () P (2, Y, 0), (3.2.5)
k=—L41i=—Lt1m=—"2 41

where K, L, and M are the number of discretized z, y, and ¢ points respectively.
The constant in front of (3.2.4) is applied to ensure that our semi-discrete Fourier
transformation yields the same results as MATLAB’s fully discrete Fourier trans-
formation. We can now replace all functions u in equation (3.2.2) with (3.2.5), in

order to transform our partial differential equation into Fourier space. We will look

25



3.2. FOURIER TRANSFORMATION

at each term in (3.2.2) separately in order to obtain the coefficients.

The first term is the time derivative of u. This derivative has no dependence
on space or direction, so it can be moved into the triple summation, where it is
applied only to @y (t). Pk, does not depend on time, and is therefore regarded

as constant. The term then becomes

Nl

1

M
KL Z Z atak,l,m (t) (I)k,l,m (l’, y7 (b)

__K __ L __ M
k——7+1l——§+1m——7+1

[M]sbx

—

The second term is the spatial derivative e, - V xu. Note that (u), ;,, = 1k m

and (u,) = il ,m, because @ contains the only spatial variables in the inverse
Yk lm 4

—

Fourier transform. Because of this, the term (Vy - u) inside the triple summation
would be equal to (kg i m, il m)-
The term e, ensures that individuals move in a direction across the space at

speed 7, as it provides the z and y direction for the individual derived from the
el tei? it _ei®
2 0 2

ing Euler’s formula. This is a more favourable term, as the exponential of ¢ and

angle ¢ [6]. Note that e, can be rewritten from (cos ¢, sin ¢) to ( ) us-

—¢ terms are of the same form as our Fourier basis for ¢. Therefore, when the dot

product is taken between these two vectors, the second term becomes

K L M
1 B 3 el it 4 emi®) R
KLM DD D D efre) 7 )lkuk,um(t)Jri( 57 )Zl%z,m(t) Dy 1. (2, Y, D)
k=—E41l=—Lt1m=—2 11

We can simplify this term by cancelling the purely imaginary terms from the second

term in the brackets and removing the common factor of %’”(t) from the brackets

giving
K L M
1 2 - N Vb, —idy i —io\I1A
KLM Z Z Z 5[(6 +e )Zk+(€ —€ )l]uk,l,m(t)q)k,l,m(x>ya¢)
k=—E&41i=—Lt1m=-"2 11

We can simplify even further by substituting in ®;;,, = e**ee¢™?. The P,

component can be combined with the other exponential terms found inside the
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CHAPTER 3. SOLVING THE EQuaTiON wiTH TIME-STEPPING

brackets, and the term becomes

ot

1

- Zez’km—l-ily[(ik + l)ei(m+1)¢ + (Z]C o l) i(m— 1)¢]uk,l,m (t)

2

[l
M)k

=

k=—&411=—Lt1m=—2 11

|

which is the resulting Fourier transform of the second term.

The first term on the right hand side of equation (3.2.2) is simply the function u
multiplied by a constant. The constant —G' is not dependent on space or direction,
so, similar to the temporal derivative, the constant can be moved into the triple

summation and rewritten as

[t

1

KL Z Z _Gak,l,m(t)q)k,l,m(xa Y, b).

+ll=—241m=—2 11

ol M“‘“

The final term on the right hand side of (3.2.2) was the motivation for transform-
ing the equation into Fourier space. This term is a convolution, so when the Fourier
transformation of the term is taken, it should become a product rather than an in-
tegral. When we substitute in the semi-discrete inverse Fourier transformation for

u(X, ¢',t), we get

M

2

S Ugm () Ppam(a,y, @) A

+ll=—L2+1m=—2411

[ wio- ¢>*M

'\"N M""N
Ivn

Except for ®@,, and w(¢ — ¢’), which depend on ¢/, all terms can be factored from
the integral. It is important to note that the second term on the right hand side
of (3.2.2) depends on ¢’ instead of ¢ because the u term that was originally in the

integral depends on ¢’ rather than ¢. The entire term then becomes

K L
1 2 2 o ™ o
LSS Y a0 [ uo e ag
KL k=—E41i=—Lyp1m=—"=2Y+1 o
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If we allow s = ¢ — ¢/, and integrate over s, we get

K L M
1 2 2 2
KLM ZK 2

. . m .
E ﬁk7l7m(t)emwe’ly / w(s)e’m(¢_s)d5.
k=—Li1i=—Lp1m=—"=2 41

We can remove ¢ from the integral and the remaining integral is equal to the

transform of w multiplied by the constant 2, where n is the size of the discretized
w. Therefore the entire final term becomes

1 K L M 9
2 2 2 T
Y Y Y

— (P — ¢ )ik 1 () Prgm (2, y, D),
[ S P R L
2 2 2

which is a product as expected. Note that the ®;,,,(z, y, ¢) term is once again com-
plete because of the left over e term.

3.3 Formation of the Ordinary Differential Equation

We can now substitute these four coefficients into equation (3.2.2)

8tak,l,’m,(t)(bk,l,m(:L‘a Y, ¢) +oe
k=—E41l=—L41m=—2L 11
K L M
1 2 2 2
Xl X X X
k=—X 11

2T 4 1) 4 (i — 1)y o (1)
I=—Lt1m=—2 11

(3.3.6)
ak,l,ﬂl(t)(bk,l,m(% Y, ¢) +o
¥

=D DD DEND D R G TN oL
% =—441

The triple summation and the term

1

KLM

are common amongst all terms, and there-
fore can be moved to the front of the equation . Furthermore, ®,(x) and ®,(y) are
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both common in all terms and can be extracted
K L M
Ly oy %

KL X

k=—E41i=—Lp1m=—"=2+1

(atﬁk,z,m(t)@m(@ + %[(z’k + )elmte 4

(ik — )™ Dty (8) + Gl () P () — - - - (3.3.7)
GQTZT@(fb - ¢’)ﬁk,z,m(t)<1>m<¢)> O (2)Pi(y) | = 0.

®,,(¢) can’t be removed from the brackets because it does not appear in the second

term. However, ¢/(m*1¢ and (™~ are equal to ®,,1(¢) and ®,, 1(¢) respectively.

To have this equality hold, we need only for the summand to be equal to 0.

Therefore, the equation we need to solve is

Outntm(£) () = =S [(1h + ) ®ri11(6) + (i = D@1 (8)] st
(3.3.8)

it ()P (0) + G (6~ (1) (6).

If we look at (3.3.8) exclusively with respect to ¢, we get the equation

Qv () (8) = == [(ik + D)1 (6) + (1K = DPins (&)]itn () + Fyn (£) O (9),
(3.3.9)

where F; is equal to —G + G2 w;(¢ — ¢'). It is important to note, however, that
because the equation contained ®,,_; and ®,,,,, eventually the equation will call
a ¢ that is out of bounds. That is, if m = —% + 1, ®,,_, will equal ®_ u, which

®,,41 will equal CID% +1, which is also not in

is not in bounds. Similarly, if m = 2,

bounds. Because ® depends on ¢, the periodic angle indicating the direction the

individual is turning into, then these periodic boundary conditions can be applied
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3.3. ODE Formation

to the linear operator

[ ] F—%-}-l %(ik‘—l) 0 %(@'k+l) - -

U_Mm 4 Q,M

. o Wik +1) Foayy k=1 .. 0 ) 2 1

U U_M 4o

8t =
0 e 2k Fuo, o Uik 1)
ﬁM 2 ﬁM

- k=1 0 Rkl Fa B

(3.3.10)
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SoLVING THE LINEAR TERMS

ANALYTICALLY

4.1 Splitting Method

ETD2RK relies on the linear terms in the system having an exact solution. The
equation given in (3.3.10) is a simple ODE and has an exact solution. The solution to
the system is u(X, ¢, t) = e'fug(X, ¢), with initial condition v, and linear operator
L. If the linear operator L can be diagonalized, then the exponential of the matrix
is equal to the diagonal matrix E, where all entries £ ; on the diagonal are equal

to elis,
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4.1. SPLITTING METHOD

In its current form, the linear operator matrix

Foagy 3k-0 .. 0 I(k+1)
Hik+1) Fou, 36k-1) 0
A= ;
0 LRk Fuy 3k -1)
3ik=1) 0 Rkl Fuo

is not easily diagonalizable. In order to derive a formula for diagonalizing the ma-
trix A, we call upon the splitting method. Proposed by MacNamara and Strang [8],
the splitting method allows us to approximate the exponential of a matrix if we can

split the matrix into two matrices that each can be diagonalized. The idea is that

HATB) o hA hB

~
~

is first order accurate. However,

MA+B) o JhB A

is equally accurate. Therefore, if we take the average of these two approximations,
the symmetry adds accuracy, and the approximation

ehAchB | chBohA

2

(A+B)

~
~

is actually second order accurate.

In order to implement this method, we must be able to split the matrix A into

the sum of two matrices, both of which can be easily diagonalized.
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If we take all of the of the terms on the diagonal of A and put them in a diagonal

matrix, we end up with

This is already a diagonal matrix, so we can easily find e!. The remaining matrix

_f%l 0 0 0]
0 Foauy 0 .0 0
Ay =
0 0 Fu, 0
0 0 0 Fu

is -~ .
0 %(ik—l) 0 %(il{:—l—l)
%(ik—l—l) 0 %(z’k—l) 0
AQ =
0 %(z’k+l) 0 %(ik—l)
%(zk —1) 0 %(zk +1) 0 |
which is a circulant matrix.
4.2 Circulant Matrices
A circulant matrix is an N x N matrix of the form
bo bN_1 b2 bl
b1 b[) bel b2
B =
bN,Q bl b(] bel
_bN—1 bn_2 b1 bo |

where every column’s entries are the previous column’s entries shifted down one.
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An important property of circulant matrices is their ability to be diagonized by
the discrete Fourier transform [1]. That is, F~'BF = diag(Fb), where b is equal to
the first column of circulant matrix B and F'is the NV x N Fourier matrix. Therefore,

the eigenvectors for all circulant matrices are the same and will be of the form

Y

ve = (1, FEDF 2EDF L 7€(N—1)i(§_1)2§)T
where ¢/ is the n™ root of unity. The eigenvalues o will be of the form
ag = by + by 1@ EDF fpy L B EDF L p e (V-DIEDF

In the case of Ay, only by_; and b; are non-zero. Therefore, our eigenvalues are of

the form

ag = by_1eEDF 4 b eWVIEDF
4.2.1)
— by EVF Lt DIED T ie-12n

If we substitute in Euler’s formula e = cos(z) + i sin(z) into (4.2.1), we get

ag =by_1 |:COS ((f - 1)3\7;) + isin ((§ — 1)%)
2m

cos((§ — 1)27m) +asin((§ — 1)2#)} lcos (— (€ — 1)%) + i sin (— (& — 1)N

+ by

(4.2.2)

Because ¢ will be a whole number from 1 to N, sin((§ — 1)27) is equal to 0 and
cos((§ — 1)2m) is equal to 1. Finally, by implementing the properties of even and

odd functions, we know that cos(—z) = cos(z) and sin(—xz) = sin(x). Therefore

34
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(4.2.2) simplifies to

ag = by |:COS ((g — 1)3\7;) +isin ((5 B 1)?7;)

by {cos ((f — 1)%) — 7sin ((f — 1)?\7;)] (4.2.3)

= [by_1 + b1] cos ((5 — 1)?\7;) + i[by—1 — b1] sin ((5 - 1)?\7;)

As previously stated, A, is a circulant matrix with by_; = %(zk —1),by = %(ik+l ),
and b,, = 0 for all other n. Therefore, the eigenvectors of A, will be equal to v shown

above with N = M, and the eigenvalues will be

oS ((§ — 1)?\;) +---
sin ((f — 1)?\;) (4.2.4)

= [vyik] cos ((f - 1)?\7;) — [yl sin ((f — 1)?\;)

ag = [g(zk‘ -0+ %(ik +1)

DO |2

. .
{2@1{:—1)— (ik + 1)

Using the discrete Fourier transform, we now have a method for diagonalizing A,

exactly for all wave numbers £ and .

4.3 Approximate Solution to the Linear Terms

Because both A; and A, can be diagonalized, and A; + A, = A, we can apply
the splitting method to obtain a second-order approximation to (3.3.10). To compute
e"41, we multiply the entire matrix A, by step size h. This is still a diagonal matrix.
The exponential of a diagonal matrix will just be a diagonal matrix with e raised
to the diagonal of the original matrix A;. To compute eh42 we multiply A; by the

step size h, and then multiply the resulting matrix on the left by the Fourier matrix
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4.3. APPROXIMATE SOLUTION

and on the right by the inverse Fourier matrix. This will result in a diagonal matrix,
which we can take the exponential of the same way we did for A;. Before we can use
this exponential, however, we must remember to reverse the Fourier transformation
by multiplying the new matrix by the inverse Fourier matrix on the left and by the
Fourier matrix on the right.

The final approximation for the exponential is

ehAlF—l(eF(hAgF*l)F + F—1<6F(hA2)F*1)F6hA1

ph(Ar1+42) (4.3.5)
2
making the approximate solution to the linear terms
hAlFfl F(hAQ)F_l F F*l F(hAz)F_l F hAq
G e e (+3.6)

2
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CHAPTER

In order to compute numerical approximations to (2.2.6) using ETD2RK, it is
ideal to use some kind of software to aid in the computations. We use MATLAB for

all computations here, which has a built in fast Fourier transform, useful given the

number of times we implement the Fourier transform.

5.1 Dimensional Analysis

While running simulations of the system, we can obtain time scales from the

dimensional analysis found in Table 5.1

Table 5.1: The dimensions of each of the terms found in (2.1.1)

Dimensional Analysis of the System
Term Dimension

u N/m?radians

g1 1/s

92 1/s
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Continuation of Table 5.1
Term Dimension

m/s

w “probability” /radians

m; m

d; m

A m?

K¢ 1/m?

K¢ radians

4 m?/N radians

Because the term I' must be dimensionless, we are able to determine the di-
mensions of all parameters in the system. For the interested reader, the time scales
acquired from Table 5.1 give an idea of how quickly we will see behaviour in the

system based on the magnitude set for each parameter.

5.2 Coding a Solution to the Linear Terms

At the beginning of the code, we must initialize the density u for all space and
directions in the domain. Once we have an initial condition for « we can take the
3-dimensional Fourier transform of the density. For every time step in the code, we
loop through all wave numbers k£ and [ for the two spatial variables. With these
values set, we can extract the decoupled 1 x m vector pertaining to these two wave
numbers that depends only on angular direction.

We compute the approximate solution to the linear terms using (4.3.6). We first
compute the matrix A; using the Fourier coefficients of an approximate Gaussian

distribution and the constants g; and g,. For each wave number k and [, we are able
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to compute the matrix A,. We use the formula (4.3.5) to compute the exponential
of A; + A, and multiply this by w,, to obtain w,,,; for times ¢,, and ¢, respectively.
The vector u,1 corresponds with the same wave numbers k£ and [ and is stored in
a 3-dimensional matrix, in the position associated with the current k and [ values.

Once we have computed u,,, for all values of k and [, we can re-establish the
n X n x m matrix in Fourier space, and then take the inverse Fourier transform to

get our new density.

5.3 Testing the Code Analytically

Once the time stepping method has been implemented into MATLAB, it is im-
portant to check the accuracy of the code. If we look solely at the solution to the
linear parts of the system, it is possible to solve some cases analytically. Because of
this, we first remove the non-linearity from the system and choose two test cases
for the linear terms that could be checked analytically.

These tests were not chosen for realism, but for the sake of simplifying the equa-

tion to a familiar form.

5.3.1 An Initial Condition with no Spatial Dependence

If we assume that the density v has no spatial dependence, then the second term
on the left hand side of (3.2.2), regarding the spatial derivative of u, goes to zero.
This leaves

O = —Gu+ G /_W w(e — & Vu(X, &, 1)dd.

We transform the remaining terms to Fourier space to simplify the convolution

in the last term to a product

Oty = (Gj(¢ — &) — G)u; (X, ¢, 1).
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This is an ordinary differential equation, where (ij(/gb_—\qb’ ) — G) can be repre-
sented as a diagonal matrix. There is no need to use the splitting method. The so-
lution to this system is u; = e'4iiiy;, where A; = G1i; — G. Therefore, we can expect
that in Fourier space, the first coefficient will stay constant and the remaining terms

will decrease exponentially.

Coding the Probability Function w

We require that the condition u,, = e~ ¢t¢%ny, is met which would require wy
to be equal to 1. w is a descritized approximation of the Gaussian distribution. In
order for the initial condition to hold, the first component of 274 in our code must
be equal to 1, where m is the size of w. This is only true when m is large and the
discretized grid for the angle is dense.

Consider the graph given in Figure 5.1 which illustrates the log of error of the

Gaussian approximation as n increases.
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Figure 5.1: The semi-log plot of error when computing the Gaussian approximation
for the probability function w. The number of points in our discretization of w is
equal to m = 2".
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To test our results with no spatial dependence in density, we set the initial condi-
tion on density to be 1y = 1+ cos ¢. The initial condition is chosen for three reasons.
First, it is a non-linear function. Second, it depends only on the direction of the ani-
mal, and not on the position. Finally, the initial condition must be periodic to satisfy

the boundary conditions, making sinusoidal functions a good choice.

2.62101 “10
T 21 3 1 e —— 4
2.62099 1
0 2 4 i} a8 10
time
4
0 10 RRR— P
= 5t
10+ .
0 2 4 i} a8 10
time
4
g 210 —
.| 5 _o '
= _10 _" I
0 2 4 [} a8 10
time

Figure 5.2: The progression of the 0, 1, and m — 1 Fourier coefficients of density v,
which has a total of 64 coefficients overall. ug = 1 + cos¢, v = 0.1, g = 0.2 and
g2 = 0.9. The total run time is 8 with a step size of 0.1.

Figure 5.2 shows three graphs with the progression of three different coefficients
of 4 over time. The 0'" coefficient stays constant at 2.621 x 10°. The other two coeffi-
cients (which are in fact complex conjugates of one another) tend towards 0. Figure
5.3, two semi-logarithmic graphs of the progression of the first and the last coef-
ficients over time, shows that these same two coefficients are actually decreasing

exponentially. This is, indeed, agrees with our expected results.
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Figure 5.3: The same case as Figure 5.2 for coefficients 1 and m — 1, on a semi-
logarithmic plot.

5.3.2 Eliminating the Probability Function

If we assume that the probability function w in the system is negligible and set
it to 0, then the last term on the right hand side of the equation goes to zero. This
leaves

Ou+ vey - Vxu = —Gu.

Because there is no convolution in this system, it is unnecessary to evaluate it
in Fourier space. This is the inhomogeneous transport equation and can be solved
using characteristics.

If welet 2t =1, %% = ycos ¢, % = ysing, and t(0;5) = 0, 2(0; ) = x, y(0;8) =
yo, thent =r, x = 2o+ yrcos ¢, and y = yo + yrsin ¢. Along this characteristic base

curve
du dtou dx @ dy @

%_$§+$8x+%6y = —Gu, u(0;s)=F(s)

has the solution

u(r;s) = F(s)e ",
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Eliminating r and s, one has

u= F(x —ycos(¢)t,y — ysin(p)t)e 'C.

In order to test that the code gives this solution, we first test an initial condition that
only depends on y. For this test, we used the initial condition F'(z, y) = exp(cos(my))
which is periodic in y and satisfies the boundary conditions. As the solution will
depend not only on y, but on ¢, the best way to check the solution is to set the angle
to a constant.

In Figure 5.4, we see the solution for u with ¢ = —m. When ¢ = —, the solution
simplifies to u(y, t) = F(y — ysin(—m)t)e ¢ = F(y)e '“. This would imply that the
distribution of the density will stay the same, but the density over the entire domain
will decrease exponentially. In Figure 5.4 the density distribution is constant over
z, and periodic over y. The distribution stays the same as time goes to infinity, but
the total number of animals is decreasing exponentially.

Because z is constant in this system, we can set + = 1 and look at how the
solution changes in y over time. In Figure 5.5 we can see that the solution is not

shifting as time increases, but is approaching zero.
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(a) Initial density exp(cos(my)). (b) Density after 10 time steps.
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(c) Density after 20 time steps. (d) Density after 30 time steps.
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(e) Density after 40 time steps. (f) Density after 50 time steps.

Figure 5.4: The density distribution colourmaps at six different times for ¢ = —.
v=0.1,91 = 0.2,and g = 0.9.
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Figure 5.5: The density distribution at six different time steps for ¢ = —mrand z = 1.
v=0.1,g; =0.2,and g, = 0.9.

If we set ¢ to a value other than —m, 7 or 0, the shifting of the distribution be-
comes apparent, such as in Figure 5.6 where ¢ = —7. Assin(—7) = 1, the maximum
of sine, this value of ¢ should actually yield the largest shift. Also, the shift should
be in the upwards direction on our graph as it is a negative shift in the y direction.

Again, in order to see the shift more clearly, we can fix = and see how the solution

changes over time with respect to y in Figure 5.7.
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(c) Density after 20 time steps. (d) Density after 30 time steps.

Density at Time = 5

E 2
< 8
« 6
< 14

12

'

08

08

04

02

3
108 e o4 02 2 o4 05 o8

4 08 06 04 D02 0 02 04 06 08 E

o o
Discretized & grid iscretized « grid

(e) Density after 40 time steps. (f) Density after 50 time steps.

Figure 5.6: The density distribution colourmaps at six different times for ¢ = <.
v=0.1,g1 = 0.2,and g = 0.9.
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Figure 5.7: The density distribution colourmaps at six different times for ¢ = =~
andx =1.7=0.1,9; = 0.2,and g, = 0.9.

While the shift in Figures 5.6 and 5.7 is present, it is difficult to see due to the
step size and the speed. In order to see the shift more clearly, we can set the value

of v to be 1. In Figures 5.8 and 5.9.
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Figure 5.8: The density distribution colourmaps at six different times for ¢ = <.
v=1,91 =0.2,and g, = 0.9.
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Figure 5.9: The density distribution colourmaps at six different times for ¢ = =~
andx=1.v=1,¢9; =0.2,and g, = 0.9.

The shift is far more noticeable in Figures 5.8 and 5.9 with every time step. The shift
is multiplied by speed v and by the step size h, and as v increases, the shift is no
longer multiplied by 0.01, but by 0.1. Similar results can be seen when the initial
condition depends only on the spatial varaiable z. If we use an initial condition
with z, say exp(sin(7rz)), and leave v set to 1, we will see a shift when we set ¢ to

—m as seen in Figures 5.10 and 5.11.
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Figure 5.10: The density distribution colourmaps at six different times for ¢ = —.
v=1,91 =0.2,and g, = 0.9.
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Figure 5.11: The density distribution colourmaps at six different times for ¢ = —7
andy=1.v=1,¢9; =0.2,and g, = 0.9.

This is because the solution to this system is
u=F(z —ycos(§)t,y — ysin(g)t)e™" = F(w — 7 cos(p)t)e ",

which will have the largest shift when ¢ is —, 0 or 7.

54 Implementation of the Non-Linear Terms

The remaining terms that need to be computed in order to use ETD2RK are

_;gz tanh( — 2)u + [ " (6 — ng);g2 tanh(T' — 2)u(X, &', 1)dd.
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where

S g /R 2 [ 7; KIK u(S, 0,1)d0dsS.

j=a,r,al

In order to compute these non-linear terms in our code, we must first compute
I'. As T isjust the sum of three convolutions, it makes sense to compute each convo-
lution in Fourier space using our Fourier transform (3.2.4), then using our inverse

Fourier transform (3.2.5) to obtain I in real space.

As the hyperbolic tangent of I and u will both be functions of X and ¢ (or ¢’ in
the case of the second non-linear term), it makes sense to multiply these two func-
tions in real space. Then the first term is a constant multiplied by this number and
the second term is then a convolution between this product and w. We ultimately
want both terms in Fourier space to update the solution, as our linear term updates

in Fourier space.

5.4.1 Convolution of Kernels used to Obtain I

I' is the sum of three convolution terms. With respect to attraction and repulsion,

the terms in the sum are
/ / (X = S)K2,(S; X, ¢)u(S, 0, 1)d0dS.
RZ

Recall that K H relies on the absolute value of the difference between S and X, so
for simplicity’s sake, both K¢ and K depend on X — S. If we multiply these two

kernels in real space, we will end up with an integral of the form

Gar /R i | Kar(X = 5,6)u(S, 6,0)d0d5.
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If we substitute u for (3.2.5), we get

or [, | KarlX = 8,0) 7 S5 S ks (0%, (5215,,0) A0S
R2 K Pl

mi

= Z Z Z qa,rﬁkhh,ml / Qﬁ)[([l“]weiklser“lsy Lﬁ eimla deds.

ki 11 ma

(5.4.1.1)

The term [™_e™™%d60 = 6, o is a Kronecker delta distribution, so m; = 0 is the only

non-trivial case. Also, if we allow Z = X — S the term
L, KarlX = 8, g)esstivag
RQ

becomes

/ Ka T(Z ¢)6ik1 (w—zx)—l—ill(y—zy)dZ'
Rz

We can remove e”** 1% from the double integral and the remaining term is equal to

the Fourier transform of the kernel multiplied by the constant 5. (5.4.1.1) becomes

KLMZZ 2Qa7‘uk‘1l10t)K

As the term is equal to the inverse Fourier transform of the product of the Fourier

transforms, both the attraction and repulsion terms are convolutions in space.

The alignment term in the sum is

q‘d/R/ﬂr K%(X — SYK%(¢' — 0)u(S,0,t)dodS.
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If we substitute u for (3.2.5), we get

qal /]R2 /_ Kffz(X — S)K21(¢ KLM E;ZZ% I, s ( )P, 1, ml(sx,sy,ﬁ)déds

Iy ™M1

KLM Z Z Zq“lukl tyma ( / X S) Zkls”“‘ﬂll“”de/ _ g)eimﬁdg_
k1 mi

(5.4.1.2)

If we allow Z = X — S the term
/ X S lk18z+lllsyd5’

becomes

[, Kzt amsnrtintiaiqz,
R

We can remove e from the double integral and the remaining term is equal

to the Fourier transform of the kernel multiplied by the constant %

Similarly, if we allow ) = ¢’ — 6 the term
/ " KO — 0)e™Odh

becomes

/ K2(n)e™ @ =y,

We can remove ¢™(#) from the integral and the remaining term is equal to the

Fourier transform of the kernel multiplied by the constant 27. (5.4.1.2) becomes

4 — —
KLM Z Z Z Qalukl tma (8 )ﬁKdalKoal- (5.4.1.3)
1 mi

As the term is equal to the inverse Fourier transform of the product of the Fourier

transforms, the alignment term is a convolution in space and angle. If we substitute
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these terms into I', we get I to be an n x n x m array in real space.

5.4.2 Utilization of I' and the Non-Linear Terms in the Code

To calculate the first of the two non-linear terms, we need only take the hyper-
bolic tangent of I' — 2 and then multiply it by the density u and the constant g,/2.
As we want all non-linear terms in Fourier space in order to update the solution,
we would take the 3-dimensional Fourier transform of the product.

To calculate the second of the two non-linear functions, first we compute the
hyperbolic tangent of I' — 2 and multiply the result by the density. If we call this
product P, notice that the resulting term has the form

1 T
S0 [ w(o—¢)P(X. & 1)do

which is a convolution with respect to angle. Therefore, if we take the Fourier trans-
form of P, we can multiply it by the Fourier transform of %w.

With both terms in Fourier space, we can add them together to get the complete
non-linear component of our equation. This non-linear term is computed twice in
the code. Once using the u that is initialized at the beginning of the time step for
ETD2RK, and then again using a,, as the density. The difference between these two
non-linear terms is then taken and used to compute each new density at the end of

each time step.

5.5 Testing the Non-Linear Terms

It is much more difficult to test a solution including the non-linear terms in the
system analytically than it was to test the solution to the linear terms. That being

said, it is possible to use some intuition to see if the terms are operating as expected.
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When coding the convolution components of I', all three are computed sepa-
rately. That is, the attraction, repulsion, and alignment terms are all nested sepa-
rately within the code. Because of this, we are able to systematically remove certain
components and test the effects of each term separately.

The density shown at any point (z,y) is an approximation of the density inte-

grated over all angles at (z, y). That is,

)= 3 e 900)

where ¢ is discretized from —7 to 7 with m points.

The arrows that appear on this graph are found using the Kuramoto order pa-
rameters [10]. They represent the average direction of individuals located at the
position (z,y) on the graph. To obtain the arrows, first we take the weighted aver-
age of all complex numbers ¢*U) for every descritized ¢; from —r to 7. Each ¢*V) is
weighted with the density of individuals at the position (z, y) in question, moving
in direction ¢(j)

Zu:z:y(b (),

1
T m
This equation results in a complex number z. We take the argument of z to be the
angle that the animals are travelling in on average. We take |z| to be the length of

the arrow.

5.5.1 Allow only the Alignment Term to have an Effect

If we eliminate the attraction and repulsion terms by setting ¢, = ¢, = 0 and
¢a to be non-zero (g = 2), I' only depends on the alignment term and we expect
that the results should show groups of animals moving uniformly, based on the

overwhelming force of alignment.

Figure 5.12 shows a group of animals with the initial distribution uy = exp(cos(mz)+
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cos(my)). In order to emphasize the influence of the non-linear terms, we set the
speed of animals, v, to zero. The parameters g; and g, are set to 0.2 and 0.9 re-
spectively. It is important to have a large g, because it weighs the bias from the
non-linear terms.

Notice that all animals appear to align over time. Unsurprisingly, the spatial dis-
tribution of animals does not appear to change over time, as the speed the animals

are moving at is set to zero.
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5.5.2 Allow only the Attraction Term to have an Effect

If we exclude the alignment and repulsion terms by setting ¢,; = ¢, = 0 and ¢,
to be non-zero (¢, = 1), I' only contains the attraction term and we expect that the
resulting patterns should show animals moving towards densely populated areas
on the graph, based on the overwhelming force of attraction.

Figure 5.13 shows the average density of animals with the initial distribution
up = exp(cos(mx)+cos(my)). In similar fashion to our alignment test, we set g; = 0.2
and g, = 0.9, but unlike the previous test, we cannot set the speed of animals to
zero. If animals are attracted to one another, they will move towards one another.
In order to see this behaviour, the animals must be able to move.

Over time, the density of animals becomes more concentrated around the initial

highest point of density.
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5.5.3 Allow only the Repulsion Term to have an Effect

If we exclude the alignment and attraction terms by setting ¢, = ¢, = 0 and ¢,
to be non-zero (¢ = 0.5), I only contains the repulsion term and we expect that
the resulting patterns should show animals moving away from densely populated
areas on the graph, based on the overwhelming force of repulsion.

Figure 5.14 shows the average density of animals with the initial distribution
uy = exp(cos(mx) + cos(my)). As in our previous two tests, gy = 0.2 and ¢g» = 0.9
and as in the attraction test, speed must be non-zero, in order to demonstrate any
behaviour of repulsion.

Over time, the the highest point of density disperses as the animals a repelled

from one another.
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Density at Time =0

Dizeretized 3 grid

-1 -0.5 0 0.5 1
Discretized = grid

(a) Initial density exp(cos(mx) + cos(my)).

Density at Time = 10

Dizcretized o grid

-1 -0.5 0 0.5 1
Discretized = grid

(b) Density after 100 time steps.

Figure 5.14: The colourmap of density at two different times. v = 0.1, g; = 0.2,
g2 =10.9,h=0.1,and ¢, = 0.5.

63



5.6. REsuLTs

5.6 Results

In order to compute a solution to the system using as much information and
accuracy as possible, we have the ability to include any combination of the attrac-
tion, repulsion, and alignment terms as are applicable to the particular subject in
question. Figure 5.15 includes the contribution of all three components operating
on a randomly distributed group of animals.

Figure 5.15 uses the same initial condition as the three non-linear test cases,
uy = exp(cos(mz) 4 cos(my)), with g1 = 0.2, g = 0.9, v = 0.1, and step-size h = 0.1.
To test the non-linear components, we set ¢,; = 2, g, = 1, and ¢, = 0.5.

At different times throughout the simulation, all non-linear components appear
to take effect on the distribution of animals. At times, the animals appear to align,
especially at Time = 2. The attraction and repulsion influences appear to balance
one another to some extent, as there is no apparent overwhelming migration to or
away from the initial high density areas.

Simulations can be run with different initial conditions, so long as they are peri-
odic in all three variables. Also, the strength parameters ¢,, ¢, and ¢, can be altered
to increase or decrease the impact of the attraction, repulsion, and alignment terms

respectively.
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Density at Time = 0

Density at Time = 2

a0 a0
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-1 -0.5 0 0.5 1 0 -1 -0.5 0 0.5 1 0

Discretized z grid Discretized z grid
(@) Initial density exp(cos(rx) + cos(my)). (b) Density after 20 time steps.

N Density at Time = 4 2 Density at Time = 6 2
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Discretized z grid Discretized 2 grid
(C) Density after 40 time steps. (d) Density after 60 time steps.

Density at Time = 8 20 Density at Time = 10 2
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Discretized z grid Discretized 2 grid
(e) Density after 80 time steps. (f) Density after 100 time steps.

Figure 5.15: The colourmap of density at two different times. v = 0.1, g; = 0.2,
92=09,h=0.1,q9y=2,9,=1,and ¢, = 0.5.
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CHAPTER

CONCLUSIONS

Implementing non-linearity into this system is important, but does not come
without a cost. In Fetecau’s paper, there was a great deal of importance placed upon
the dependence 0 — ¢’ in the probability function w. Fetecau defines w(¢' — ¢, ¢' —0)
as go(¢' — ¢ —v(¢’ — 0)), where v(¢’ — 0) is some function that has its own strength
coefficient . This constant dictates the amount that the neighbour’s direction in-
fluences the individual’s probability of turning.

This dependence indicates that the closer a neighbour’s direction is to the pos-
sible new direction of an individual, the less likely he is to change directions. If
an animal is moving in a direction different from the neighbour’s by 180°, that is
when he is most likely to readjust his direction to be more similar to that of the
neighbour’s.

In Fetecau’s simulations, he uses the variable « frequently to increase the effects
of alignment, attraction, and repulsion based on the neighbour’s angular direction.
As our system effectively has « set to 0, we cannot control the strength of these

forces as easily.
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This does not to imply, however, the removal of the dependence of ¢’ — § from
w has eliminated the dependence of the neighbour’s direction from the system al-
together. Indeed, 6 appears in all three convolutions within I', and appears in the

orientation kernel for alignment.

The addition of bounded non-linearity to A has further influenced the results. It
makes practical sense to bound ), because there is only so much information that

an individual can take in from neighbours.

It should be noted, removing this dependence from w does not stop the system
from forming patterns. Though not shown in this paper, tests with random initial
conditions form distinct patterns. Depending on how strong the forces are, animals
often seem to take on saddle like formations around areas of high density and low

density, and move in vortices in areas of neither high nor low density.

In order for our system to be applicable to some type of animal with the changes
we made to the probability function, we must look at animals that either can’t see
the direction that their neighbours are moving in, or are indifferent to the infor-
mation. For instance, the phylum Cnidaria contains jellyfish, an animal that has no
head, front or back. While the aggregation of jellyfish depends greatly on exterior
factors [7] and may not have a high correlation with this model, Cnidaria, with
their seeming lack of ability to sense neighbours’ directions, appear to be prime

candidates for the adjustments made to this model.

Similarly, the model could be used to explain the motion of cancer cells. It is
known that cancer and other cells appear to aggregate to form clusters [5,9, 11],
and it may be worth exploring if this model produces realistic simulations of cell
grouping patterns. As cells have neither a front nor a back, it is possible that the
direction cells are moving in may be less perceptible to neighbouring cells, meaning

the changes made here to w could still predict cell migration patterns.

We believe, while the model may have lost some relevance with the adaptations
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to w, it is still a very good predictor of animal motion and animal group formation.

Further steps can be taken with this study. With the addition of the non-linear
terms, more analysis can be run to test the accuracy of the results. For instance,
in order to test the alignment term, we should test the correlation length of the
individuals in the domain. In order to test the attraction and repulsion terms, we
can examine the cluster radii in order to explore how the animals move to or from
areas of high density.

The only non-linear approximation of A used in this paper depends on a hyper-
bolic tangent, but can be replaced with any bounded and increasing function. It
would be interesting to see the patterns that form and the impact of the non-linear
terms if the upper bound of A was larger.

Also, a deeper look into the types of animals and cells that rely less on the
direction their neighbours are moving in than the mutual distance between ani-
mals would be beneficial in distinguishing the subjects this adapted system could

model.
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Algorithm 1 ETD2RK

1: procedure COMPUTES UPDATE STEP FOR DENSITY (Input: v, ug, @, h, g1, g2, k (index
for x), [ (index for y),)

2 for n=0:1 do
3 Compute the N LT, using Algorithm 6 and the initial condition w
4 if n =0 then
5: u/nII — Q/J;L
6 t, +h—t,
7 else
8 Uy — U,
9: 0—t,
10: for k=n/2+1:n/2 do
11: for I=-n/2+1:n/2 do
12: NLT(k,l,:) = NLT,
13: um 1) = Ugo
14: size(tg) — M
15: compute the linear operator with Algorithm 3
16: if k=0 and 1=0 then
17: exclude first row and column of L
18: compute e’ using Algorithm 4
19: compute M; using Algorithm 5
20: compute LUP decomposition of L to get L, Uy, P
21: if k=0 and 1=0 then
22: ao(k,l,:) = g
23: for n=1:1 do
24: b= Lelug + MNLT,
25: d= Pb
26: y=L\d
27: an(k,1,:) =U\y
28: else -
29: b(= Le ug + MiNLT,
30: d= Pb
31: y=1L1\d
32: an(k,l,:) =U\y
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Algorithm 2 Continuation of ETD2RK

1: procedure (STILL WITHIN LOOP OVER 1) COMPUTES UPDATE STEP FOR DENSITY (Input:
v, Uo, Uo, h, g1, g2, k (index for z), [ (index for y),w)

2: take the inverse Fourier transform of a,,
3: Compute N LT, using Algorithm 6 and ifftna,,
4: for k=-n/2+1:n/2 do
5: for I=-n/2+1:n/2 do
6: NLTn+ 1(k,l,:) = NLT ¢ 41
7: am D) = Gng
8: compute the linear operator with Algorithm 3
9: if k=0 and 1=0 then
10: exclude first row and column of L
11: compute el using Algorithm 4
12: compute M, using Algorithm 6
13: compute LUP decomposition of L? to get Ly, Us, Ps
14: if k=0 and 1=0 then
15: upew(k,l,:) = an
16: for n=1:7 do
17: b= L?elang My(NLT ¢y — NLT,) /R
18: d= P
19: y = La\d
20: Unt1(k, 1, :) = Us\y
21: else
22: b= L?"au, My(NLT ¢y i1 — NLTy) /b
23: d = Pb
24: y = Lo\d
25: U;:l(k’,l,I) = Ug\y
26: Take the inverse Fourier transform of w,, 4
Algorithm 3 L

1: procedure COMPUTE THE LINEAR OPERATOR(Input: v, g1, g2, k, [,m,0)
2: (91 + %gz) -G
zeros(m,1)— F
fori=Iimdo__
-G+ Gw(i) — F(i)
diagF — P
zeros(1, M) — C
F—C(1)
2(ik —1) = C(2)
10: 2(ik+1) — C(M)
11: turn vector C into a circulant matrix K
12: L=P+K
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Algorithm 4 e”

1: procedure COMPUTE EXPONENTIAL OF THE LINEAR OPERATOR(Input: P, K, h)
2: h* P — newP

enewl) A

size(K)— i

Fourier matrix of size i to F'

h*x K — newK

F s« newk x %Fc‘m — diag

ediag - B

%FCO" x BxI'— D

10: (Ax D+ Dx A)/2 — ek

Algorithm 5 M,

1: procedure (Input: L, e*, m)
2: M1 = €L — Im

Algorithm 6 M,

1: procedure (Input: L, e, h, m)
2: MQ = €L - (Im + hL)
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Algorithm 7 Nonlinear

1: procedure Computes NLT 1N Fourier Spack (Input: v, g, ¢4, ¢,, attraction_kernel
from Algorithm 7, repulsion_kernel from ALgorithm 8, alignment_kernel d
from Algorithm 9, alignment_kernel_o from Algorithm 10, n, m, g2, 1)

—_
e

R RN RN NN NN 2 2 s s 4

zeros(n,n,m)— alignment
zeros(n,n,m)— attraction
zeros(n,n,m)— repulsion
zeros(n,n,m)— I
Take the 3-d Fourier transform of u for @
for j=1:m do
attraction_kernel. * u(/,j) — multl
ifft2 multl — convol

convol— attraction(:,:j)

repulsion_kernel. * u(/,j) — mult2

ifft2 mult2 — convol

convol— repulsion(:,:j)
alignment_kernel_d.*alignment_kernel_o.*u — mult3
ifftn mult3 — alignment
¢, attraction+g, *repulsion+g,l*alignment — I’
—0.5 * g2 * tanh(I' — 20nes). * u — FirstTerm
fftn(FirstTerm) — FirstTerm_hat

tanh(I"' — 2ones) — hyptan
hyptan.* u — product

fftn(product) — product_hat zeros(n,n,m) — SecondTerm_hat

for k=1:n do
for 1=1:n do
forj=1:m do

0.5 % go * Ww(j)*product_hat(k,1j) — SecondTerm_hat(k,,j)

FirstTerm_hat + SecondTerm_hat — NLT
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Algorithm 8 kernel_a

1: procedure COMPUTES THE KERNEL FOR ATTRACTION IN FOURIER Spack (Input: m,, d,,
n,m)

2: T % Mg (Mg * exp(—d2/m?) + /T x dy + /T x dg * erf(dy/mg)) — A
3: [-1,1) with n points— s_x
4: [-1,1) with n points— s_y
5: [—7, ) with n points— ¢
6: compute K_d using Algorithm 10
7: zeros(n,n)— K_o
8: zeros(n,n)— K
9: for j=1:m do
10: for k=1:n do
11: for I=1:n do
12: if s, =0and s, = 0 then 0 — ¢
13: else arccos(u/,/s2 + s2) — 1
14: (1/27) * (—cos(p(j) — ) + 1) = K_o(k,])
15:
16: K_d(k1)*K_o(k,1) — K(k,1)
17: K_hat(:,:,j)=(%)2*fft2(K)

Algorithm 9 kernel_r

1: procedure COMPUTES THE KERNEL FOR REPULSION IN FOURIER SpAck (Input: m,, d,,
n,m)

22 mamy(m, xexp(—d?/m?) + /7 x d, + /7 xd, x erf(d./m,)) = A
3: [-1,1) with n points— s_x
4: [-1,1) with n points— s_y
5: [—7, m) with n points— ¢
6: compute K_d using Algorithm 10
7: zeros(n,n)— K_o
8: zeros(nn)— K
9: for j=1:m do
10: for k=1:n do
11: for lI=1:n do
12: if s, =0and s, = 0 then 0 — ¢
13: else arccos(u/ /s2 + s2) — 1
14: (1/27) * (cos(p(j) — ) + 1) = K o(k,1)
15:
16: K_d(k 1)*K_o(k,1) — K(k,1)
17: K_hat(:,:,j)=(2)*ft2(K)
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Algorithm 10 alignment_kernel_d

1: procedure COMPUTES THE DISTANCE KERNEL FOR ALIGNMENT IN FOURIER SPACE. Is
ALSO USED TO COMPUTE THE DISTANCE KERNEL FOR ATTRACTION AND REPULSION, WITH
THEIR RESPECTIVE T AND d. (Input: m,l, d,l, n)
7 x Mol (Mgl % exp(—dal?/mal?) + /T * dol + /T % dol * er f(dal/mal)) — A
[-1,1) with n points— s_x
[-1,1) with n points— s_y
zeros(n,n)— K
for k=1:n do
for1=1:n do
\/52 + s2 — length
1/A x exp(—(length — d)*/m?) — K_d(k,1)
K_hat=(2)**{ft2(K)

—_
@

Algorithm 11 alignment_kernel_o

1: procedure COMPUTES THE ORIENTATION KERNEL FOR ALIGNMENT IN FOURIER SPACE
(Input: m)
[—7, m) with m points— 6
zeros(1l,m)— K
for j=1:m do
(1/2m) + (= cos(0(j)) + 1) = K()
K_hat=27)*fft(K)
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